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Introduction: This article describes the evaluation of a prototype speech-input interface to
an anaesthesia patient record, conducted in a full-scale anaesthesia simulator involving six
doctor-nurse anaesthetist teams.
Objective: The aims of the experiment were, first, to assess the potential advantages and
disadvantages of a vocal interface compared to the traditional touch-screen and keyboard
interface to an electronic anaesthesia record during crisis situations; second, to assess the
usability in a realistic work environment of some speech input strategies (hands-free vocal
interface activated by a keyword; combination of command and free text modes); finally, to
quantify some of the gains that could be provided by the speech input modality.
Methods: Six anaesthesia teams composed of one doctor and one nurse were each confronted
with two crisis scenarios in a full-scale anaesthesia simulator. Each team would fill in the
anaesthesia record, in one session using only the traditional touch-screen and keyboard
interface while in the other session they could also use the speech input interface. Audio-
video recordings of the sessions were subsequently analysed and additional subjective data
were gathered from a questionnaire. Analysis of data was made by a method inspired by
queuing theory in order to compare the delays associated to the two interfaces and to quan-
tify the workload inherent to the memorisation of items to be entered into the anaesthesia
record.
Results: The experiment showed on the one hand that the traditional touch-screen and
keyboard interface imposes a steadily increasing mental workload in terms of items to keep
in memory until there is time to update the anaesthesia record, and on the other hand that
the speech input interface will allow anaesthetists to enter medications and observations
almost simultaneously when they are given or made. The tested speech input strategies were
successful, even with the ambient noise. Speaking to the system while working appeared
feasible, although improvements in speech recognition rates are needed.
Conclusion: A vocal interface leads to shorter time between the events to be registered and
the actual registration in the electronic anaesthesia record; therefore, this type of interface
would likely lead to greater accuracy of items recorded and a reduction of mental workload
associated with memorisation of events to be registered, especially during time constrained
situations. At the same time, current speech recognition technology and speech interfaces
require user training and user dedication if a speech interface is to be used successfully.
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1. Introduction

While the primary task of anaesthesiologists during opera-
tions is to take care of the patient being anaesthetised, it is
also important to devote resources to the secondary task of
maintaining and thus continuously updating the anaesthesia
record. This record has several uses: first, it serves as a legal
document and must therefore contain a log of all important
events and actions, second, it may also provide information for
the patient medical record, and third and most importantly,
it is used during the operation to help the anaesthesia team
in remembering the medications given, what has been done,
thus supporting decision making and briefing of new staff
joining the operation [1]. While electronic anaesthesia records
can automatically register a number of vital trends (e.g. pulse,
oximetry measures, CO;) — as opposed to paper based anaes-
thesia records - anaesthesiologists still have to manually
register a number of actions and observations, e.g. intubation,
medications, or possible complications. During planned and
smooth operations, there is usually enough time for anaesthe-
siologists to keep the anaesthesia record up to date. But during
critical anaesthesias when acute attention must be focused
continuously on the patient and vital signs, manual registra-
tions will have to be postponed. Delaying recording, however,
is a potential source of problems: due to well-known human
memory limitations [8], anaesthetists will tend to forget some
of the items, typically amounts, and times of repetitive med-
ications actions. Moreover, the fact that anaesthesiologists
during critical phases must remember all the medications and
amounts may, it can be argued, impose an additional mental
workload.

For the human computer interface of the anaesthesia
record to be more capable of handling time critical situa-
tions, a few strategies have been reported in the literature,
such as using bar codes on syringes and various multimodal
interfaces. In this paper, the focus is on supplementing an
existing touch-screen based electronic anaesthesia record sys-
tem with speech input facilities, using a professional speech
recognition software (in Danish). Some research has already
been reported on this topic, calling for further work on iden-
tifying areas of interest in terms of work efficiency and on
ergonomic design of speech interaction [3]. Responding in
part to that call, the aim of the experiment reported in this
article was to estimate whether speech input for the anaes-
thesia record could be fitted into normal mode of working
of anaesthesiologists even during crisis scenarios, and to
test some Human Computer Interaction (HCI) choices about
how to interact with the anaesthesia record by voice alone.
In particular, a completely hands-free approach was eval-
uated that uses a keyword to activate speech recognition
and another keyword to switch from constrained (command
based) to natural language (free text). As this experiment did
not aim at evaluating the quality of a given speech recog-
nition engine, a partial Wizard-of-Oz setting was used to
reduce potential disturbance in the flow of actions created by
misrecognitions.

The experimental evaluation followed a partial cross-over
design (within-group), in which two critical anaesthesia sce-
narios were conducted by six anaesthesia teams, each team

composed of an anaesthesia doctor and an anaesthesia nurse.
The scenarios were run in a full-scale anaesthesia simulator
in two modes, one involving the traditional electronic anaes-
thesia record with touch-screen and keyboard interface with
which the participants were familiar from their daily work,
the other supplemented by a prototype speech recognition
interface.

Several statistics are reported, but the major indicator is
a metric inspired by queuing theory [9]: the average queue of
events waiting to be registered. This metric is proposed as a
useful way of measuring secondary task workload and there-
fore, in this case, the capacity to keep the record up to date
and the associated mental workload imposed on anaesthesi-
ologists when, in addition to their primary task of managing
general anaesthesia to a patient, they must also devote atten-
tion and resources to the secondary task of maintaining the
anaesthesia record.

2, Prototyping

In order to evaluate how a speech input interface would
affect the ability of anaesthesiologists to keep the electronic
anaesthesia record updated during crisis scenarios, it was
decided to organise some repeated full-scale anaesthesia
simulations. Since the full-scale anaesthesia simulator at
Herlev University Hospital — in which the experiment was
carried out - is not equipped with an electronic anaesthesia
record system, it was decided to supply a mock-up of such a
system.

2.1. The electronic anaesthesia record

The anaesthesia information management system in use at
participants’ home hospital, Recall AIMS from Drager Medical,
includes an anaesthesia record component with a touch-
screen and a keyboard. The Recall system is capable of
automatically registering vital signs (e.g. pulse, oxidation),
and the anaesthesiologist uses the touch-screen and keyboard
to enter other information such as major events (e.g. intu-
bation, surgery started), medications, and possible remarks.
This system was used as a reference for the design of the
mock-up.

2.2. Speech recognition software

For voice dictation in free speech mode, or “natural language”,
the speech recognition system Philips SpeechMagic 5.1.529
SP3 (March 2003) was used. Voice command, or “constrained
language”, was done by Philips SpeechMagic InterActive (Jan-
uary 2005). The constrained language was extended with
a package for the Danish language (400.101, 2001) and a
“ConText” for medical dictation in Danish (MultiMed Danish
510.011, 2004) from Philips developed in collaboration with
the Danish company Max Manus. For each of the six par-
ticipants who were assigned the task of managing speech
input during the experiment, an individual voice profile
had to be established, an exercise of around 30 min during
which the speech recognition system is trained on the user’s
voice.
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2.3. Speech interaction

To establish how the anaesthesiologist would interact with the
anaesthesia record by voice, experience gained from a previ-
ous experiment with speech recognition in noisy operation
rooms was used [2]. In particular, the previous study sug-
gested that since the “confidence” score given by the speech
recognition engine after a potential recognition is fairly robust,
a completely hands-free approach may be possible, using a
keyword to activate speech recognition and another keyword
to switch from constrained (command based) to natural lan-
guage (free text). This means that the speech recognition
engine is listening all the time, filtering out any speech not
preceded by the activation keyword. In our case, each time the
user says “Computer ...”, the system is alerted and then tries
to recognise what follows, matching a predefined grammar
(see below). If what is said cannot match the grammar with
a high enough confidence, no action is taken, but an entry is
added to a log in case of recognition with a low confidence.

To allow the user to enter unconstrained free text, a sec-
ond keyword was introduced: when the user says in Danish,
“Computer, bemeerk ...” (English: “Computer, remark ...”) the
dictation that follows is processed by the speech recognition
system until the user stops speaking for more than 2s. If,
perhaps through hesitation, the user has not completed the
intended sentence before the 2-s time-out, the user may sim-
ply repeat the keywords again and start on the sentence again.
An audio feedback indicates the beginning and the end of
the free text recognition, with two easily recognisable short
sounds.

This keyword activation is a different approach than what
has been reported so far in literature: Detmer et al. used a
button to activate the speech recognition system [5], Sanjo et
al. used a touch-screen to initiate the dialog [6], Jungk et al.
did the dictations separately after the operations [3].

The possibility to choose between command and free text
mode is also novel, it appears. Each of these two modes has its
own advantages. Technically, command mode reaches higher
recognition rates and is more robust [2]. In terms of organisa-
tion, structured data (more suited to command mode speech
recognition) can be automatically processed more easily, but
more information can be kept using narrative text (only pos-
sible in free text mode speech recognition), so “both systems
are needed in a tightly connected architecture” [7].

To keep the voice interaction simple, users are allowed
to make corrections of previously dictated entries by sub-
sequent touch-screen and keyboard interface. This option
is based on the repeated finding that hands-free speech-

based navigation is less efficient using speech than traditional
modes [10].

2.3.1. Speech grammar
The main principles of the syntax to follow when dictating
commands to the system were discussed with an anaesthesi-
ologist from Kgge Hospital. The grammar was intended to be
robust against background noise, finding a balance between
a large and therefore expressive grammar (and vocabulary)
and a smaller one but with higher recognition rates [11]. Fur-
thermore, the grammar should be simple enough to be fast
and quick to learn before proficient use. For the experiment,
each of the six participants had indeed less than 20min to
learn how to address the system. In spite of its simplicity, the
grammar was aimed to cover the main user needs.

As reported in Table 1, there are five types of speech com-
mands:

(1) The fixed events are the ones traditionally selected by
anaesthesiologist from Kgge Hospital using the touch-
screen interface.

(2) The possible medications have been taken from the list of
medications used at least two times in anaesthesia over
the past 2 years at Kgge Hospital. The dosages for the med-
ications are simply a number or a decimal number, made
by pronouncing, e.g. “zero point five”; for this experiment,
only the 50 most used dosages between 0.1 and 1000 were
implemented.

(3) Formedications administered by “infusion” (i.e. over along
period of time, as opposed to “bolus”), it is possible to say
“stop” instead of a dosage. To register a new infusion, the
user states the dosage, and to modify the dosage of a run-
ning infusion, the new dosage is simply stated.

(4) For liquids (such as NaCl) and gases (such as oxygen), no
dosage was implemented, but only the “start” and “stop”
keywords.

(5) Finally, for everything else, it is possible to register some
free text comments.

Having the speech recognition running continuously to be
activated by a keyword is a challenging approach that calls for
a few technical constraints on the grammar in order that it
might succeed in noisy uncontrolled environment. The most
noticeable constraint was on delays: a limit was set so that
it was not accepted to pause during a speech command for
more than around 200 ms. A speech command must therefore
be said in one go, distinctively and without any dysfluency, or it
will be rejected. During free text, pauses are accepted up to 2s.

Table 1 - Syntax for speech commands (translated in English)

Type of speech command

Example Range of possibilities

COMPUTER <fixed event>

COMPUTER <medication> BOLUS <dosage>
COMPUTER <medication> INFUSION (<dosage> | STOP)
COMPUTER <liquid or gas> (START | STOP)

COMPUTER REMARK {wait 1s} <free text> {wait 2s}

COMPUTER Surgeon begins
COMPUTER Adrenalin BOLUS 0,5

181 fixed events
88 medications

COMPUTER Propofol INFUSION 60 50 dosages
COMPUTER Oxygen START 3 liquids, 5 gases
COMPUTER REMARK ... Patient has fever Unlimited

between 38 and 39°C ...
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Fig. 1 — Mock-up of the anaesthesia record with speech commands.

2.4.  Audio feedback

While the main feedback is graphical and displayed on the
touch-screen, there is also a need of another type of feedback
for confirmations when participants are dictating without
looking at the screen. In this prototype, there are two types of
audio feedback. For the main fixed events (e.g. “intubation”), a
pre-recorded voice is used to play back what was said. If this
is found disturbing, there is a possibility to disable voice out-
put and replace it by a short sound. For the other commands
(e.g. medicaments), a short sound is used when something
was recognised with sufficiently high confidence, and another
sound when something was recognised but rejected due to too
low confidence.

2.5. Prototype

The hardware of this multimodal prototype is composed of
a laptop computer (1.6 GHz, 768 MB of memory, Windows XP)
linked to a 17” touch-screen and to a head-set microphone
(~2.5cm from the mouth) model PC145-USB from Sennheiser
Communications (uni-directional, 80-15,000 Hz, —38 dB).

The main software part of the prototype, which is the
graphic interface of the mock-up of the anaesthesia record
(Fig. 1), was developed with the programming framework
Microsoft C# .NET 2.0. This part also controls the speech recog-

nition in command mode, in particular the special keywords
to activate recognition and to shift to free text mode.

The speech recognition in free text mode was developed
as a separate program with Microsoft Visual Basic 6.0, run-
ning in the background and communicating with the main
program through network sockets. The separation of the free
text mode was chosen because it took too much processing
power to switch between command and free text mode in one
program. Having one program running for command mode
and another one for free text mode allowed fast transitions
between the two modes (about one second on the modestly
powered laptop described above). In addition, this architecture
was considered more resistant to software failure.

3. Methodology

3.1. Anaesthesia task

The general task of the anaesthesiologists has been described
in detail in the literature, reflecting slightly different
approaches in different countries. In Denmark, where this
experiment was done, an anaesthesia doctor can be in charge
of a few operations at a time, each operation being con-
stantly monitored and managed by an anaesthesia nurse
who remains with the patient during the whole operation.
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Therefore, for planned, non-complicated anaesthesias an
anaesthesia doctor is typically present only during the induc-
tion phase, sometimes during the recovery and will always
be called in case of difficulty. The doctor will make the deci-
sions regarding the strategy to follow, but doctor and nurse
will often be rehearsing possibilities together. The nurse and
the doctor may be replaced or supplemented by colleagues,
especially during long operations, and during highly critical
episodes where the patient’s life may be at stake, the team
will call for assistance from additional doctors and nurses.

While the main task of the anaesthesia team is clearly to
take care of the patient, the anaesthesia record should be filled
when possible, as a secondary task with lower priority. The
general use of the anaesthesia record during the successive
phases of anaesthesia is described in Ref. [1]. Filling in the
record is typically done by the anaesthesia nurse, but some-
times the doctor will also enter remarks and medications into
the record.

3.2 Experiment

3.2.1. The anaesthesia simulator

The experiment took place in September 2006 at the Danish
Institute for Medical Simulation, Herlev University Hospi-
tal (Copenhagen region, Denmark) in one of the institute’s
full-scale simulators used for training anaesthesiologists [12],
following principles similar to but newer than those reported
in Ref. [13]. The simulation environment is organised around
a mannequin on which the main anaesthesia techniques can
be applied, such as intubation, ventilation, perfusions as well

as auscultations. The operating room is equipped with classic
anaesthesia apparatus including a choice between different
brands of monitors. Adjoining the operating room there is a
control room where an expert observer remotely modifies the
state of the artificial patient, with the help of a dedicated soft-
ware that is capable of automatically handling some of the
simulation. During sessions, an instructor (an anaesthesiolo-
gist specialist) is present in the operating room.

For this experiment, the normal anaesthesia simulator
setting was supplemented with the prototype electronic
anaesthesia record system with speech input, with the touch-
screen and the keyboard of the laptop computer being placed
on the right side of the anaesthesia monitors, similar to the
layout at participants’ home department in K@ge Hospital.

3.2.2.  Audio-video recording

The anaesthesia simulator is equipped with two video cam-
eras that record the simulations. Videos are normally used for
the debriefing after sessions. For the purpose of this exper-
iment, an additional camera was used to ensure detailed
analysis of the sessions afterwards. A fourth video signal was
used to record the screen of the anaesthesia record. The four
video signals were mixed to produce a single picture divided
into four areas (Fig. 2), thus avoiding all problems of synchro-
nisation. A stereo microphone was placed in the middle of the
operating room.

3.2.3. Participants
The 12 participants were volunteers from Kgge Hospital. Their
department was chosen because they had been using an

Fig. 2 - Recording sound and four videos at a time.
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electronic anaesthesia record for some years. There were six
teams, each composed of a doctor and a nurse. Coming from
the same department, all participants knew each other and
had worked together during operations. After each session,
each team received a debriefing on their handling of the diffi-
cult anaesthesia scenarios by the instructor of the anaesthesia
simulation institute.

For each team, the nurse was designated as the team mem-
ber responsible for carrying out registration (following the
common practice of their home department). Therefore, nurse
members of each of the anaesthesia teams were equipped
with a microphone with direct access to the speech recog-
nition registration system. As described above in the section
about the speech recognition system, participants had to train
the system. Due to their busy work schedule, each of the six
nurses trained their voice profile a few days before the ses-
sions for only about half an hour. This limitation was accepted,
although the system is known to significantly improve its
accuracy during the first days of use. Each nurse was briefly
introduced to the concept of the experiment and speech
commands, but they had only a few trials to test the voice
commands by themselves before the real sessions.

3.2.4. Partial Wizard-of-Oz for speech recognition

Becoming confident with a phraseology and becoming used
to speaking commands distinctively and without hesitation
take more time than what was available. For this reason, and
because the evaluation was not designed to test recognition
rate of speech recognition, a partial “Wizard-of-Oz” approach
was used. Participants were instructed to follow the syntax to
address the system whenever possible, but to use their own
words if they could not remember the syntax. Thus, the pro-
totype would behave like a perfect recogniser, as described
below. The choice of this technique was made because the
goal of the experiment was to identify advantages and disad-
vantages of a speech interface in a realistic task environment,
not to measure speech recognition rates.

In a Wizard-of-Oz experiment, users interact with a com-
puter system that behaves as if it was autonomous but which
is actually being wholly or partially operated by a human
being. The idea of using this experimental paradigm on speech
input to the anaesthesia record has already been reported in
the literature [5]. Indeed, the prototype was fully functional
with respect to the tasks and goals of the experiment; but since
participants could not be sufficiently trained to reach a sat-
isfactory level of performance with the speech interface, the
instances of non-recognition (or participants using an incor-
rect syntax) were neglected to ensure that the sessions would
run smoothly. The Wizard-of-Oz technique used for the exper-
iment had an experimenter (the developer of the prototype,
the author) standing close to the keyboard and screen of the
anaesthesia record and register manually any speech items
that was not properly dictated or not correctly understood by
the speech recognition system. During analysis, a distinction
was made between “wizard” input and input recognised by
the software. It was originally planned to do the Wizard-of-Oz
remotely, but a few tests had shown that this made it difficult
for the anaesthesiologists to understand what was going on,
especially when a few events were recorded in right after each
other.

3.2.5. Scenarios and sessions

Two anaesthesia scenarios had been prepared for the exper-
iment: one in which the patient develops an anaphylactic
shock (rapid allergic reaction) with ventricular fibrillation (car-
diac arrhythmia), and another in which the patient exhibits
increasing severe asthmatic symptoms (respiration prob-
lem) with asystole (cardiac arrest). The two scenarios are
similar in several respects: they are difficult to manage,
they are life threatening, they require the administration
of several medications and proper actions are time criti-
cal. Such anaesthesia complications are rare at participants’
department, which is mainly handling planned operations.
However, anaesthesiologists should be capable of facing such
events.

Each team did two sessions, each session lasting 3045 min:
the first session with only the traditional touch-screen based
interface, and the second with the possibility to choose
between the traditional touch-screen interface and speech
input. During the simulations, the anaesthesia team had the
possibility to call for additional medications, the delivery of a
defibrillator, etc. but they could not call for external assistance.
There was a third person playing the role of the surgeon (and,
on request, performing heart massage). The scenario started
with the patient already on the operation table, and a few
catheters already in place. The scenarios stopped after the cri-
sis had been handled and thus did not continue until the full
recovery phase and the patient was therefore not delivered to
the wake-up room as normally.

The simulations were performed on 3 days, with two teams
per day each doing the two scenarios. Due to simulator con-
straints, it was more convenient during a day to prepare the
simulator for one scenario, to run the first scenario for two
teams, then to modify the settings of the simulator, and finally
to run the second scenario for the two same teams. Counter-
balancing the scenarios has been made as much as possible:
for two simulation days the first scenario was “anaphylaxis”,
and for 1 day “asystole”.

This within-group experimental design where all teams
perform the two sessions (as opposed to between-group
design) was chosen first to reduce error variance associated
to the natural variability between teams, and second to get
the most data and the maximal statistical power given the
time and the number of participants we could afford. The
weaknesses of the within-group design, namely fatigue and
learning effect, have been minimised by randomising the ses-
sions and scenarios.

3.3. Statistics

The analysis of the sessions was primarily made with
video analysis. Subjective data were supplied in the form of
responses to a questionnaire filled out by respondents some
days after the sessions.

While seeking to compare the two interfaces (with or with-
out speech input facilities), it was not obvious how to identify
an objective indicator of the completeness of the anaesthesia
record and of the cognitive load related to this record. Statistics
such as the average time between an event and its registra-
tion, or the time spent to fill the record are not good enough.
There are indeed many events that are not registered during
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Fig. 3 - Example of workload calculation using the
proposed approach based on queuing theory.

an anaesthesia crisis and are possibly handled afterwards. For
those events, it was neither possible to assign a time when the
registration was done, nor how much resources their registra-
tion required during the crisis.

A more robust and appropriate metric was inspired by
queuing theory, i.e. the theory of waiting lines such as mes-
sages to be handled or tasks to be completed [9,14]. For our
application, the queue is the “average queue of events waiting
to be registered”. Each time an event that must be registered
occurs, the queue (or stack) size is increased by one; when this
event is registered, the queue size is decreased by one. The
final measure is the averaged queue size over the simulation
scenario.

ZzigilQn (tn+1 - tn)

tn —to

W =

where W is the averaged queue of events to be registered
(workload), t, the time in seconds of an event or a registra-
tion, Q, the queue size at time t, (when t, is an event, Qu.1 is
increased; when ty is a registration, Q.1 is decreased), N is the
total amount of events and registrations. Q is set to zero at the
beginning of the simulation. A first event t; is added for the
beginning of the simulation, and a last event t, with n=N for
the end of the simulation.

In the cases for which a registration appends before its
corresponding event, the queue is increased by one at the
registration time, and decreased by one when the real event
occurs.

In the example shown in Fig. 3, lasting 40s where each
interval is 10 s, with two events and then one registration, the
average queue size is:

[(0x 10s) 4+ (1 x 10s) + (2 x 10s) + (1 x 105)]
40s

W= =1

3.3.1. Video analysis

During the video analysis, the time stamps for most of the
events of interest were recorded; for instance, the details of
all the registrations in the record, all the medications given
and major actions on the patient such as intubation or heart
massage. In average, 74 events were transcribed per session.
The exact transcription of what was dictated was registered
together with what was actually recognised by the speech
recognition engine, as exemplified in Table 2. This type of
video analysis is common in HCI studies [15]. Afterwards, the
events used for making the analysis and the statistics were
selected. Particular attention has been made to use the precise
same selection criteria between the two sessions (first without
voice, second with voice) of a given anaesthesia team. In order
to know if a given minor event should have been recorded
in the anaesthesia record or not, some comparisons across
teams have been made and if some other teams made the
effort of registering a similar event, the registration was con-
sidered “required”. Doing so, the expertise of the participants
was used indirectly to make the classification of the events.

3.3.2.  Speech recognition rates

The main goal of the study was not to measure recognition
rates, which were known in advance to be low, mainly due to
the lack of preparation of the participants. However, during the
data analysis, the author tried to distinguish the recognition
errors due to the speaker from those due to the system. This
process relies mainly on factual assessment and is therefore
reasonably objective: the dictations with dysfluencies such as
repetitions, “uh”, noticeable hesitations, and incorrect syntax
were categorised as speaker errors. Once this categorisation
done, the reported speech recognition rates indicate a “seman-
tic accuracy” [2], that is to say, the percentage of transcriptions
that can be understood without ambiguity by a skilled human
reader.

4. Results
4.1. General subjective data

We received questionnaire replies from 10 participants (6/6
nurses, 4/6 doctors) who rated the speech recognition inter-

Table 2 - Short excerpt from a transcript of session 12, translated into English

Event 50 Event 51 Event 52 Event 53

Time begin 00:15:04 00:15:05 00:15:05 00:15:13

Time end 00:15:08 00:15:15

Time since event 00:00:04 00:00:03

Time accuracy of registration 00:00:04 00:00:03

Stack size 1 2 1 0

Nurse Start “Voluven” Stop “NacCl” ASR “Computer Voluven ASR “Computer Sodium ...
infusion 500” [>1s pause] chloride stop”

Doctor

Patient

Speech recognition

OK “Computer Voluven
infusion 500”

ERROR (Nothing recognised:
too much delay)

The code “ASR” stands for “Automatic speech recognition”.
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face and the realism of the experiment. Ratings were given on
a 5-point Likert-type scale.

The average rating of the realism of the mock-up when
compared with the original electronic anaesthesia record was
3.5 (question 1=q1, potential range 1-5, where 1 is full dis-
agreement, 3 is neutral and 5 full agreement). They agreed
positively on the utility of having an up-to-date record all
along the operation (q2, 4.3/5), independently of the interface,
should it be, e.g. paper, touch-screen or voice. They reported
to frequently use the anaesthesia record during operation as
a support for memory and decisions (g3, 4.2/5). Those results
are close to what was expected. None of the questions were
answered with a significant difference between nurses and
doctors (Mann-Whitney U-test; p>0.7, p>0.2, p>0.9 for the
three questions).

4.2. Record completeness and workload

In accordance with the objectives of the study, we have sought
to identify indicators that can be used to reveal mental work-
load, comparing the two types of interfaces (with and without
voice).

4.2.1. Subjective results

As shown in Fig. 4 the participants found it slightly more diffi-
cult to update the anaesthesia record by voice (g4, 3.1/5 versus
2.8/5), and this modality required a little more concentration
than the traditional interface (g6, 2.8/5 versus 2.5/5). Those
small differences have been shown as not significant with
a Mann-Whitney U-test (p>0.4, p>0.1, p>0.6 for the three
questions of Fig. 4), partly due to small samples. The small
differences could at least be partially explained by the fact the
participants were accustomed to the traditional interface, but
tried the speech interface for the first time.

There is however the impression that the speech interface
can save some time that can instead be used for the patient
(g5, 3.2/5 versus 2.6/5) where 1 is when no time and 5 is too
much time that instead could be used for the patient.

4.2.2. Quantitative measurements

While subjective results tend to be in favour of the traditional
interface, objective results give a clear advantage to the speech
interface—although it must be kept in mind that the speech

Comparison: interface with or without voice

@ Without voice (Nurses)
[0 Without voice (Doctors)
4 u-

B With voice (Nurses)
— O With voice (Doctors)

g4. Difficulty to update  g5. Time that could
the record have been used for
the patient

g6. Negative impact
on concentration on
the patient

Fig. 4 - Questionnaire responses on time and difficulty to
keep the anaesthesia record updated during the scenario,
with or without voice.

Time statistics B Time spent in front of the record

00:06:30
00:06:00 [ Time dedicated to fill the record
00:05:30 - (doing nothing else)

OTime spent to fill the record
(possibly doing something else)
B Average time before registration

@ Average time accuracy of
registered events

Time
o
o
o
w
w
o

00-00:00 - . P |-

Without voice With voice

Fig. 5 - Measurements of delays and time used to fill the
anaesthesia record, with or without voice.

interface was an ideal one, where failure of recognition was
cancelled out by the Wizard-of-Oz setting, thus removing the
negative effect of incorrect recognitions.

The sessions lasted on average 31 min without voice and
26 min with voice, but the differences are not significant
(p=0.14, t-test). As shown in Fig. 5, the average “time spent to
fill the record” is only slightly below with voice (2 min 42 s) than
with the traditional interface (3min 50s, p<0.14). However,
this should be viewed in parallel with the fact that almost two
times more registrations have been made in average with voice
(26.5) than without (13.5, p<0.001), as reported later in the
study of the anaesthesia record quality (Table 3). This means it
took on average 17 s per event registration with the traditional
interface, and almost three times less with speech recognition,
down to 6s per registration (p <0.002).

In Fig. 5, the “time dedicated to fill the record” (which
means that the participant did nothing else in this period),
is much reduced with the use of voice, from 3min 45s down
to 18 s on average (p <0.003). This is due to the fact that anaes-
thesia nurses could dictate some commands while performing
what they were describing, such as manual ventilation, intu-
bation, injection, etc. It should be noted that a few cases were
observed where anaesthesia nurses could fill the record with
the traditional interface using one hand while doing other
things with the other hand. The difference between the time
“spent” and the time “dedicated” to fill the record is an indi-
cator of the time that was used for filling the record while
possibly doing something else.

The “average time before registration” is the observed delay
between one event and its registration in the record (Fig. 5). As
mentioned above, this indicator is afflicted by missing data,
since events that had not been registered when the session
was ended are not included. It shows, however, some clear dif-
ferences between the two interfaces: when using voice it took
in average 2 min 31 s before registering an event, and they were
registered more than five times quicker with voice (p <0.001),
on average 29s later.

None of the measured parameters showed a statistically
significant difference between the two scenarios (“anaphy-
laxis” and “asystole”, p>0.3, t-test), which supports the
assumption that they were sufficiently similar for the purpose
of this experiment.
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Table 3 - Statistics measures from video analysis, with or without voice, each condition averaged across six sessions

Without voice With voice t-Test
Number of fixed events registered 3.50 (84%) 5.67 (89.47%) p<0.005
Total number of fixed events 4.17 6.33 p<0.03
Number of free text events registered 0.67 (40%) 4.33 (89.66%) p<0.03
Total number of free text events 1.67 4.83 p<0.03
Number of medications registered 7.83 (55.95%) 13.00 (98.73%) p<0.03
Number of medications with error 0.83 (10.64%) 0.33 (2.56%) p=0.3; NS
Total number of medications 14.00 13.17 p=0.7; NS
Number of air or liquids events registered 1.50 (56.25%) 3.50 (95.45%) p<0.03
Total number of air or liquids events 2.67 3.67 p<0.07
Total number of registered events 13.50 26.50 p<0.001
Average queue of events to register 5.79 1.20 p<0.005

11.67 3.17 p<0.005

Max queue length

With the traditional interface, the long delay before regis-
tration leads to queues of events that accumulate, as reported
in Fig. 6, and the queue increases all along the anaesthesia
scenario. In contrast, the queue is kept small with the speech
interface. As shown in Table 3, the average queue of events is
5.79 with the traditional (maximum at 11.67 on average) and
is almost five times smaller with the vocal interface (p <0.001),
at 1.2 (maximum at 3.17 on average). Those results show also
thatitis possible for anaesthesiologists to verbalise their main
actions even during difficult scenarios with emergency situa-
tions.

In Fig. 5, the “time spent in front of the record” is the time
spent looking at the record, or walking toward it. With the
traditional interface, it seems that anaesthesiologists had to
think more and use more time in front of the record (p <0.001)
trying to reconstruct from memory what had happened and
when. One of the salient differences that were revealed
between the interactions with the two types of interface was
that with the traditional interface the nurse had to spend time
finding the correct category of medication. Medications are
indeed organised in categories and the anaesthesiologist must
know to which category a given medication to be registered

belongs. For instance, four out of six anaesthesiologist nurses
had difficulties (selecting at least one wrong category, or ask-
ing the doctor to help) or failed to find “Adrenalin”, which is
a medication well-known to the nurses, but not often used in
planned operations.

4.3.  Anaesthesia record quality

Being capable of filling the record with minimal delay is only
one of the considered parameters, but it is naturally of crucial
importance to ensure the quality of the record.

Of particular importance is the percentage of medica-
tions recorded. As reported in Table 3, less than 56% of the
administrated medications were registered via the traditional
interface before the end of a scenario, while almost 99% of the
medications were recorded in time with the vocal modality.

In Table 3, the so called “fixed events” are the common
ones (e.g. surgeon begins, intubation) that can be selected
from a list or dictated in command mode, while the “free text
events” are the uncommon ones that must be typed using
the keyboard or dictated in free text mode. Aggregating those
two categories of events, it shows that 71.4% of events were
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Fig. 6 — Evolution of the averaged queue of events to register during the anaesthesia scenarios, with or without voice.
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recorded with the traditional interface, versus 89.5% with the
vocal modality. With the traditional interface, the recorded
events were mainly the very common ones (e.g. intubation,
surgery started) while the uncommon ones were missed (e.g.
defibrillation, heart stop). With speech recognition, there was
a similar rate of recording between events that were avail-
able in the predefined list or not, both over 89%. The “air and
liquids” (oxygen, glucose, NaCl, etc.) events were of less impor-
tance during the simulations, but show a similar advantage for
the speech interface.

As shown in Fig. 5, the time accuracy of the registered
events was almost five times higher with the vocal interface
(21s accuracy) than with the traditional interface (1 min 44s,
p<0.005).

In total, there were five errors (i.e. wrong medication
or dosage) while recording medications with the traditional
interface (10.7% of the registered medications) versus two
errors with the vocal interfaces (2.6%). Even though the
mock-up was not strictly identical to the anaesthesia record
participants were used to, the selection of the medications was
very similar to the original.

Finally, when used correctly, the opportunity to use speech
input can also improve team situation awareness and mutual
verification. There was indeed one example of a nurse reg-
istering by voice one medication, which was the wrong one;
the error was immediately spotted by the doctor who could
hear it.

4.4. Speech recognition accuracy

4.4.1. Keyword based strategy for the speech interface

The keyword based approach with speech recognition run-
ning permanently worked even better than expected. During
the 2h and a half of cumulated time for sessions with
speech recognition, no voice command was recognised by
the system that was not targeted to the system. This abil-
ity of the system not to include non-intended speech is
not trivial, since a speech recognition system will naturally
tend to recognise possible words out of random speech or
even noise. This result demonstrates the feasibility of using
speech recognition without button activation even in noisy
environment.

Another encouraging result was the flexibility of the key-
word activation: if a user starts saying a command but aborts
for any reason (e.g. hesitation, error), the user may simply
begin once again. For instance, a user would say “Computer
Propofol ... uh ... Computer Propofol bolus 60”. This feature
hasbeen extensively used by the participants, in a very natural
way and without experiencing any trouble.

As far as the video analyses have shown, starting each
dictation targeted to the anaesthesia record by the keyword
“Computer ...” was sufficient to make it clear that what was
being said was for the record and not for the other member
of the medical team. There was no case of misunderstanding
between the members of the medical team imputable to the
vocal modality. This characteristic of the keyword based vocal
interface would have been more difficult to achieve when
using, e.g. a speech input controlled by a button because in the
absence of feedback, only the speaker typically knows when
such a button is pressed.

Speech recognition rates
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Command mode Free text mode

B Recognised

[ Acceptable dictations

1 Grammar problems

@ Disfluency problems

[ Delay problems

[J Implementation problems
l System failures

Fig. 7 - Categorisation of dictations and recognitions.

4.4.2. Recognition rates

Even though this experiment was not aimed at measur-
ing speech recognition rates, the data collected nevertheless
yielded some statistics about the accuracy from novices using
a minimally trained system for the first time.

The categorisation of the types of dictation errors, correct
dictation and recognition rates is reported in Fig. 7.

In command mode, the “non-acceptable” dictations (55%)
were mainly due to implementation limitations (35% of them),
i.e. features that would be added to the system if a new ver-
sion was to be done. This includes missing abbreviation of
medications, or the fact that the participants often dictated
units when registering dosages, while the grammar expected
only numbers. The second larger set of dictation problems is
related to the lack of user compliance with the syntax (31%).
Dysfluencies (e.g. “uh”, repetitions) and delay problems (too
long pauses) are responsible for 32% of the “non-acceptable”
dictations.

When considering only the “acceptable dictations”, the
recognition rate was 69% in command mode, and 50% in free
text mode. Within the “acceptable dictations”, wrong recogni-
tions are due to the speech recognition system limitations, but
also to the speaker elocution that can be more or less suited
to automatic speech recognition.

All attempts by participants to start the free text mode
using the keywords “Computer remark ...” succeeded. Then,
in 20% of the cases, there was a delay problem due to the par-
ticipants not waiting for the free text mode to be ready (~1s
delay, sound feedback when ready) and speaking too early. The
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remaining types of non-successful dictations are too subjec-
tive to be classified.

The best recognition rates for one person were 86% recog-
nition rate in command mode and 71% recognition rate in free
text mode, and the worst rates for one person were, respec-
tively, 57 and 20%. These recognition rates are still below those
(>98%) that can be achieved by experienced speakers using a
trained system [16].

4.4.3. Overall utility of speech interface

In the questionnaire, the participants ranked the general use-
fulness of this speech interface to be 4 out of a maximum of
5, if recognition rates could reach satisfying levels.

During the operation, the speech interface reduces the
delays in registrations, and it may therefore be assumed that it
would help in producing more accurate and correct entries. In
this regard, the average utility of the speech interface during
operation was ranked 4.25/5.

Similarly, participants were asked to imagine a speech
recognition system working with a 100% recognition, and rate
this for its ability to improve the quality of the record in terms
of completeness. The average response showed on average a
ranking of 4 out 5.

Finally, in the free text section of the survey, some par-
ticipants shared their views and concerns regarding a vocal
interface. Six of the 10 respondents reported that the vocal
modality would be useful to have because it helps to pro-
duce more accurate and real-time data; 5 respondents said
it would help in keeping hands free and a visual contact with
the patient; 1 saw a possible improvement in hygiene. On the
negative side, four of the respondents were concerned about
having to learn a new tool and two about the increase in noise
in the operation room.

5. Discussion

The proposed queue-based metric of the workload associated
with delaying registrations is, the author suggests, a useful
indicator of the mental workload related to the anaesthesia
record. Measuring elements of performance in a secondary
task is often needed in human factors research [17] and
the author believes this metric to be an improvement over
some other traditional indicators such as the time to com-
pletion, when it comes to handle queues of tasks and to
allow an interruption of the scenario before all the tasks are
completed. While queuing theory principles are used in simu-
lations to model human performance [14], they are apparently
not commonly used so far to analyse real data, as does the
queue-based metric suggest here.

While the supplemental vocal interface objectively allows
a reduction of the queue of events waiting to be registered in
the record, this experiment has not delivered data (and was
not designed to do so) that show the gains in performance
on the secondary or the primary task. It may be expected
that when users can concentrate on their primary task, their
performance will benefit from this. However, there is the pos-
sibility that when events are quickly registered, this may have
a potentially negative effect on situation awareness since the
anaesthesiologist is no longer forced to keep registrations in

mind. Perhaps this is similar to the potential loss of awareness
of vital signs that happened when the transition from paper
based to electronics records took place. With the electronic
record, it was no longer needed for the anaesthesiologist to
write down vital sign trends, which were then automatically
registered by the anaesthesia monitors.

As Table 3 shows there were more events on average dur-
ing sessions using speech recognition than during sessions
with the traditional touch-screen based interface. To a large
extent this is due to a difference in the way in which anaes-
thesiologists were registering events with the two interfaces.
Thus, when participants used the traditional interface there
was a tendency for them to aggregate events together and
then, when there was time for this, to register these events
in combination when possible. For instance, when two bolus
injections of a medication were made within a short time
period, participants using the traditional interface were likely
to record only a single event combining the sum of the two
boluses, while they always detailed the two events when using
speech input. Similarly, when using the traditional interface,
practitioners would typically report only one event when they
repeatedly modified the rate of an infusion within a short time
period, while they tended to register each modification when
registering with the speech facilities. The same tendency was
apparent when participants registered several acts of defibril-
lations or other actions.

It would have been desirable to have run the experiment
with a much higher level of prior training of participants
in using the speech interface; and similarly, it would have
been desirable if participants had had prior familiarity with
the anaesthesia simulator and the anaesthesia record mock-
up. But this was unfortunately not possible due to time and
resource constraints. In particular, if it had been possible to
achieve recognition rates during the simulations comparable
to those obtained with well-trained users operating mature
systems, there would not have been a need of using the
Wizard-of-Oz technique.

It should be emphasised that during crisis situations in real
situations, the anaesthesia team typically calls for external
assistance, and if some colleagues are available, a third person
helps in handling the situation and in filling the anaesthesia
record.

6. Conclusion

This paper has reported results of the evaluation of an anaes-
thesia record speech recognition interface that is permanently
listening and becomes activated by keywords. The evaluation
results show that a hands-free vocal interface may be used
efficiently to register events while they are happening, thus
avoiding an accumulation of events awaiting registration. The
experiment has shown that speech based registration can be
performed accurately even during emergencies and time crit-
ical scenarios, while providing some benefits for the team
situation awareness.

The “average queue of events” metric introduced in this
article appears to be a useful indicator of mental work-
load when users have to handle two or more simultaneous
tasks.
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Summary points
What was known before the study?

o Studies have pointed out the limitations of the current
anaesthesia record systems involving either a paper
based record or an electronic interface which typically
cannot be seen by the anaesthesiologist when looking
at the patient, and which are incomplete when things
get busy, thus adding to the mental workload of the
anaesthesiologist [1].

e Background noise and stress are among the factors
having a negative effect on speech recognition rates
[2].

¢ Some experiments have been done to investigate the
potential of speech recognition in anaesthesia, mainly
during calm situations and not entirely realistic anaes-
thesia scenarios [3]. Questionnaire surveys [4] and
simulations [5] have indicated that anaesthesiologists
are largely in favour of introducing speech input to the
anaesthesia record. Other experiments have elicited
expressions of interest by anaesthesiologists in speech
input during anaesthesia, but without comparing this
option with traditional electronic interfaces [6].

What the study has added to the body of knowledge?

e The experiment has quantified the limitations of the
typical touch-screen and keyboard interface during
crisis situations in anaesthesia.

e A potential gain has been identified in reduction of
mental workload, with a vocal interface supplement-
ing a traditional one during crisis situations.

o The feasibility has been demonstrated of a hands-
free vocal interface activated by a keyword during a
real-time situation involving stress, background noise,
extraneous oral discussions at normal level of loud-
ness.

e The prototype used has shown the possibility of
combining constrained (command based) and natu-
ral language (free text), giving a possibility to use both
structured data and narrative text [7].

Participants’ use of the speech recognition interface,
arguably because of lack of training, did not yield a perfor-
mance that would be satisfactory for daily use. In particular,
the free text mode offered only poor recognition rates, espe-
cially when other people were speaking at the same time.
However, the command mode performed better and was quite
insensitive to background noise, reaching recognition rates
around 70% when inputs complied with the grammar and the
constraint of being dictated without pause. At the same time,
the experiment also showed that the chosen speech recogni-
tion system will require an extensive training phase for each
user, involving both time to train the individual voice profile
on the machine, and also time to practice dictations so that
commands are enunciated clearly and without hesitation.

More generally, the article provides some subjective and
objective data that show some of the limits of the current
touch-screen based interface for the electronic anaesthesia
record, and it has quantified some of the possible benefits that
could be achieved by supplementing current interfaces with
speech input facilities.
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